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Overview - Infrastructure

• Move towards a formal linking of hazard and infrastructure models
• From geospatial hazard assessment to system of systems response

• Integration of computational tools

• Needs a highly multi-disciplinary team

• Developments should be incrementally adopted

• Not trying to replace judgement, but provide more data to inform 
decision making



End-to-end Collaboration

• Over 45 research presentations in monthly meetings over last 2 years
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• Wiki page and presentations

• Monthly Meetings
• From xx through to xx



Research-Practice Collaboration

• Real-world data, real-world complexity, real-world perspective

Infrastructure Advisory Group 
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Geospatial Hazards

• Balance site specific and broader characterisation of infrastructure 
networks
• Seismic hazards

• Co-seismic hazards

• Highlight exposure hotspots for more detailed assessment

• Integrate site specific outcomes into broader geospatial approaches
• Update and improve tools 



Infrastructure Susceptibility: Liquefaction
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Infrastructure Components

• Like all parts of the built environment, we learn more about physical 
performance following each EQ

• Strong stakeholder support in NZ enables this 

• Learn from case history datasets

• Improve component models (fragility, vulnerability, etc)

• Look back to look forward – technological changes and retrofit

• Range of hazards and cascading hazards



Infrastructure Components

Lew et al. Blake et al.

NZISBridges



Infrastructure Networks

• Focus has traditionally been physical component damage

• Network process models rather than physical damage models
• Represent the flow of the network

• Enables assessment of network management strategies

• Immediately post event: Functionality controls

• During recovery: Damage controls

• Collaboration with network-specific experts



Potable Water
Recovery modelling

Outage estimation

Natural hazard impacts within asset 
management strategy



Transportation

• Newly developed road transport network models

• High-resolution transport network models, provides basis for 
assessment across hazards

Auckland Region
South Island

(first to be developed)



Interdependencies
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Zorn et al.



Zorn et al.

Interdependencies



Shaking intensity (MMI)
Interdependencies – Fuel Supply
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Recovery

• Immediate response strategies
• Rapid network management decision making

• Assess potential recovery strategies + timing of interventions
• Informed by direct and indirect socio-economic metrics 

• Integrate with building damage and habitability/usability
• Change in pre- and post-event demand levels



Recovery: Scenarios

• Key collaboration with stakeholders

• Co-created workshop-based 
estimates of level of service

• Run through multiple scenarios to 
guide potential modelled recovery 
paths

• Type and timing of interventions 
plays a key role

1 11
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with some level of disruption
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Recovery

South Island 

Functionality 

(% with normal 

services)

days
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Directly caused disruptions (%):

Indirectly caused via dependencies (%):



Summary

• Formal linking of end-to-end models
• Further insight into system-of-systems response
• Incremental improvement in each part of the model
• Dynamic dependencies through recovery stages

• Does not replace judgement, provides more data to inform process

• Assess impacts of:
• Resilience investments
• Response strategies
• Growth and asset management strategies (linked to potential hazard impacts)
• Technology advances

• Integrate with socio-economic models and decision making


