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S U M M A R Y
We calculate stress drops for 176 earthquakes (M2.6–M6.6) from four sequences of earth-
quakes in New Zealand. Two sequences are within the subducting Pacific plate (2014 Eketahuna
and 2005 Upper Hutt), one in the over-riding plate (2013 Cook Strait) and one involved re-
verse faulting at the subduction interface (2015 Pongaroa). We focus on obtaining precise and
accurate measurements of corner frequency and stress drop for the best-recorded earthquakes.
We use an empirical Green’s function (EGF) approach, and require the EGF earthquakes to be
highly correlated (cross-correlation ≥ 0.8) to their respective main shocks. In order to improve
the quality, we also stack the spectral ratios and source time functions obtained from the best
EGF. We perform a grid search for each individual ratio, and each stacked ratio to obtain
quantitative uncertainty measurements, and restrict our analysis to the well-constrained corner
frequency measurements. We are able to analyse both P and S waves independently and the
high correlation between these measurements strengthens the reliability of our results. We find
that there is significant real variability in corner frequency, and hence stress drop, within each
sequence; the range of almost 2 orders of magnitude is larger than the uncertainties. The four
sequences have overlapping stress drop ranges, and the variability within a sequence is larger
than any between different sequences. There is no clear systematic difference in the popula-
tions analysed here with tectonic setting. We see no dependence of the stress drop values on
depth, time, or magnitude after taking the frequency bandwidth limitations into consideration.
Small-scale heterogeneity must therefore exert a more primary influence on earthquake stress
drop than these larger scale factors. We confirm that when fitting individual spectral ratios,
a corner frequency within a factor of three of the maximum signal frequency is likely to be
underestimated. Stacked ratios are smoother and more reliable near the frequency limits. We
find that only corner frequencies within about a factor of two of the maximum signal frequency
are likely to be underestimated.

Key words: Earthquake dynamics; Earthquake ground motions; Earthquake source obser-
vations; Seismicity and tectonics; Body waves; Subduction zone processes.

1 I N T RO D U C T I O N

The idea that the stress release (or stress drop) during an earthquake
depends on its depth, tectonic setting and stress conditions has a
long history, for example, Sibson (1974) and Kanamori & Ander-
son (1975). Global studies of earthquake sources have found that
thrusting earthquakes at subduction zones appear to have system-
atically lower stress drops than normal faulting earthquakes within
subducting slabs, strike-slip earthquakes within the oceans and in-
traplate earthquakes in general, for example, Choy et al. (2006)
and Allmann & Shearer (2009). Regional studies have also reported
spatial and temporal variations in stress drop. Oth (2013) found

a dependence on heat flow in Japan, and Oth & Kaiser (2014)
found that the intraplate earthquake sequence in Canterbury, New
Zealand, had a higher median stress drop than the earthquakes in re-
gions of Japan with higher seismicity rates. Viegas et al. (2010) also
estimated higher stress drops for intraplate earthquakes, in eastern
North America. Shearer et al. (2006) and Allmann & Shearer (2007)
reported varying stress drop in regions of California, and Hardebeck
& Aron (2009) found stress drop to depend on earthquake depth
and faulting mechanism.

Understanding any dependence of earthquake stress drop on tec-
tonic setting is not just important for determining the factors control-
ling dynamic rupture, but also for predicting future ground motion
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and seismic hazard (e.g. Field et al. 2015). For example, the unex-
pectedly high ground accelerations and associated damage in the
2010 Christchurch earthquakes have been interpreted as resulting
from higher stress drops than included in the New Zealand haz-
ard model (Fry & Gerstenberger 2011; Holden 2011). One of the
most significant sources of uncertainty in predicting high-frequency
ground motions is the choice of a correct range of earthquake stress
drops (e.g. Nakano et al. 2015).

Estimates of earthquake stress drop in many individual studies
range over several orders of magnitude; it is not clear how much
of this range is real variation between earthquakes and how much
a consequence of the large uncertainties inherent in stress drop es-
timation (Cotton et al. 2013). This uncertainty makes it hard to
confirm spatial or temporal variation in stress drop and the con-
troversy over whether earthquakes are self-similar, with stress drop
independent of seismic moment, continues. For example, Calderoni
et al. (2013) and Pacor et al. (2016) both found increasing stress
drop with increasing seismic moment for the 2009 Aquila earth-
quake sequence in Italy, whereas Shearer et al. (2006), Kwiatek et
al. (2011) and Oth & Kaiser (2014) found no dependence of stress
drop on moment for earthquakes in California, South Africa and
New Zealand, respectively.

Improving stress drop measurement and also better quantifying
the uncertainties involved are clearly necessary steps to resolve the
outstanding questions concerning the controls on earthquake stress
release and rupture dynamics, and the resulting seismic hazard.

An earthquake seismogram, s(t), is the convolution of the radi-
ation from the earthquake source, e(t), with the combined propa-
gation effects, G(t), along the path, including both near source and
site effects, and finally the instrument response, I(t).

s (t) = e (t) ∗ G (t) ∗ I (t) . (1)

If I(t) can assumed to be known, then the problem is to separate
e(t) and G(t) correctly, and this is the source of much of the uncer-
tainty in stress drop measurements. The finite, and often limited,
frequency bandwidth of seismic recordings makes this separation
harder. Simply modelling recorded amplitude spectra with source
and attenuation models leads to large trade-offs between parame-
ters (e.g. Ko et al. 2012), and underestimation of the stress drop
(Kwiatek et al. 2014). Using a small, co-located earthquake as an
empirical Green’s function (EGF) to correct for all propagation ef-
fects is perhaps the simplest method of isolating the source process
(e.g. Mori & Frankel 1990), but using an imperfect EGF could
introduce significant uncertainty. Several approaches have been de-
veloped that make use of large numbers of earthquakes recorded at
the same station group, to increase stability and obtain more reliable
parameters. Oth et al. (2011) described a generalized inversion tech-
nique that solves for source parameters, attenuation and site effects
within a large data set, which has since been applied to earthquakes
in New Zealand (Oth & Kaiser 2014) and Italy (Pacor et al. 2016).
Shearer et al. (2006) stacked large numbers of spectral ratios in an
EGF-based approach to resolve source parameters for earthquakes
in southern California. They found spatial variation, but with large
variability; considering only the earthquakes with larger numbers
of recordings decreased the scatter significantly. The same stacking
approach has since been applied on a smaller scale to Parkfield
(Allmann & Shearer 2007), Salton Sea (Chen & Shearer 2011)
and Hayward (Hardebeck & Aron 2009), all in California. These
approaches are likely to produce reliable average results, but the
relatively large spatial averaging used in these methods may affect
resolution and reliability of individual events, especially the smaller
ones.

Abercrombie (2013, 2014, 2015) focused on analysing smaller
numbers of well-recorded events to investigate the resolution and
uncertainties of the stress drop measurements. Using the M6 Wells,
Nevada, 2008 earthquake and its aftershock sequence, Abercrom-
bie (2013) found that when an earthquake is used as the smaller in
a spectral ratio, then its corner frequency (used to calculate stress
drop) is likely to be underestimated compared to when it is the larger.
Abercrombie suggested that this could be a consequence of the EGF
assumptions as a function of frequency. For two earthquakes with
collocated centroids, each point of the small earthquake source is
within one fault length of the larger earthquake, but each point on
the large earthquake source is not within one fault length of the
small earthquake. Abercrombie (2014) compared detailed borehole
EGF analysis of three repeating sequences of earthquakes at Park-
field to the same events analysed in the larger scale study of surface
recordings by Allmann & Shearer (2007). She found that both stud-
ies agreed for the largest, best-recorded sequence; it is possible
to calculate precise relative stress drops for well-recorded, simple
earthquakes, with detailed analysis, as also observed by Uchida et al.
(2012). The stress drops for the other two Parkfield sequences anal-
ysed by both Abercrombie (2014) and Allmann & Shearer (2007)
were completely uncorrelated between the studies. The earthquakes
in one sequence were probably too small and high frequency for
resolution with the surface data, while the other sequence clearly
involved complex ruptures not adequately modelled by the assumed
simple source models. Abercrombie (2015) attempted to quantify
some of the uncertainties introduced in EGF analysis by the choice
of EGF, and the quality and quantity of recordings. She found that if
an EGF event is more than about a source dimension distant from the
larger, target earthquake, then the stress drop could be significantly
underestimated. This is consistent with the EGF investigation by
Kane et al. (2013). Prieto et al. (2006) and Del Gaudio et al. (2015)
also found that using different EGFs significantly affects the results,
and they favoured combining multiple EGFs for this reason. Aber-
crombie (2015) also demonstrated that as the corner frequency of an
earthquake approaches the upper limit of the frequency bandwidth,
it may be severely underestimated. Underestimation of the stress
drop for the smaller earthquakes and the selection bias caused by
finite bandwidth can lead to an artificial appearance of stress drop
depending on seismic moment (e.g. Hardebeck & Aron 2009).

In addition to the problems outlined above, all of these ap-
proaches assume that earthquakes can be adequately modelled
as simple, circular sources, with constant rupture velocity. While
known differences between relatively standard models (e.g. Brune
1970; Madariaga 1976) can easily be adjusted to compare studies,
Kaneko & Shearer (2015) used numerical simulation to demon-
strate that, even within a range of simple rupture scenarios, signif-
icant uncertainties in stress drop are possible. This can be further
exacerbated by poor azimuthal coverage.

The combination of inherent uncertainties and ambiguities, com-
bined with different modelling approaches and data types, makes it
very hard to resolve reliable variation in earthquake stress drop with
tectonic setting. New Zealand is an optimal place to address this as
the extreme diversity of tectonic settings in a relatively small region
maximizes the chances of real variation, and consistent centralized
networks provide a coherent data set of earthquakes with similar
recording quality. We therefore identify four earthquake sequences
from very different tectonic settings related to the Hikurangi sub-
duction zone: the upper overlying (Australian) plate, the subducting
(Pacific) plate and on the plate interface itself. These sequences are
all well recorded by the regional and national networks, and we
analyse them in an identical manner to determine whether there are
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clear systematic differences between the earthquakes in the different
settings.

We begin by describing the sequences and the data. We then
apply the methods developed by Abercrombie (2013, 2014, 2015).
We develop the methods further by stacking the spectral ratios, and
compare results from both approaches.

2 E A RT H Q UA K E S E Q U E N C E S A N D
DATA

We focus on four recent, earthquake sequences that occurred around
southern North Island, New Zealand, in distinct tectonic environ-
ments: near Upper Hutt, Eketahuna, Cook Strait and Pongaroa
(Fig. 1). The sequences are all well recorded by the GeoNet na-
tional (broadband, 100 samples s−1) and regional (short period,
100 samples s−1) seismometer network (Gale et al. 2015; see Data
and Resources). We also include seismograms from the national
strong motion network (50 samples s−1) for the Eketahuna se-
quence. The station spacing (∼20 km and larger) and sampling
rate of these stations are best for analysing earthquakes in the M
3.5–5 range. Earthquake locations in New Zealand are routinely
determined by GeoNet (www.geonet.org.nz) using the 3-D veloc-
ity model of Eberhart-Phillips et al. (2010). The hypocentres of
the earthquake aftershock sequences discussed below were initially
derived by GeoNet, and then refined for this study using double-
difference relocation (Waldhauser & Ellsworth 2000), both with
waveform-based differential times calculated for all event-station
pairs using ObsPy (Beyreuther et al. 2010). All hypocentres are
provided in Table S1 (Supporting Information).

2.1 Upper Hutt: normal faulting within subducting slab

In 2004, an earthquake sequence began in the subducted Pacific plate
in the southern Hikurangi subduction zone (Fig. 1), likely triggered
by slow slip at the plate interface (Reyners & Bannister 2007). The
largest earthquakes in the sequence had normal-faulting mecha-
nisms, and were precisely relocated by Reyners & Bannister (2007)
to lie within the crust of the subducting plate. The largest earth-
quake occurred in 2005 January (ML 5.5), and it is this earthquake,
and its aftershock sequence that we analyse here. This sequence,
below Upper Hutt in the Wellington region, was well recorded by
the regional and national seismometer networks. It was a relatively
small sequence, but we select it for analysis because of its similarity
in tectonic setting to the 2014 Eketahuna sequence.

2.2 Eketahuna: normal faulting within subducting slab

In 2014 January, an ML 6.2 earthquake occurred in the subducted
Pacific plate beneath Eketahuna, with shaking felt throughout New
Zealand. It was also a normal faulting event, and was likely associ-
ated with deeper slow slip on the subduction interface (Wallace et al.
2014). The Eketahuna earthquake was followed by a well-recorded
extensive aftershock sequence within the thickened crust (Davy
et al. 2008) of the subducting plate, and we analyse these earth-
quakes here.

2.3 Cook Strait: strike-slip faulting in upper plate

On 2013 July 21, an Mw 6.6 earthquake occurred within the overly-
ing crust in Cook Strait, causing widespread shaking in the Welling-
ton and Marlborough regions (Holden et al. 2013). The earthquake

involved a pure right-lateral rupture at about 16 km depth and was
followed by a strong, well-recorded aftershock sequence. The event
was followed in August by the Mw 6.6 Grassmere earthquake and
corresponding aftershock sequence, ∼25 km to the south. Ham-
ling et al. (2014) modelled the geodetic data from the Cook Strait
July earthquake to estimate a rupture length of 25 km and a slip of
90 cm. They concluded that the event was triggered by the largest
two foreshocks (Mw 5.7 and Mw 5.8), and that, in turn, triggered the
subsequent Grassmere earthquake.

2.4 Pongaroa: thrust faulting on plate interface

The Pongaroa earthquake (Mw 5.7) and aftershocks (between ML

4.4 and ML 1.4) occurred in 2015 November. The depth and the
moment tensor of the main shock (http://www.geonet.org.nz; last
accessed: 2016 May 26) are consistent with reverse faulting on the
subduction interface.

3 E M P I R I C A L G R E E N ’ S F U N C T I O N
A NA LY S I S

We begin by selecting potential EGFs and seismogram time win-
dows. We then use the cross-correlation between the EGF and target
event (or main shock) seismograms to identify the best EGFs for
spectral analysis. We follow the analysis procedure of Abercrombie
(2014) and Viegas et al. (2010) to calculate corner frequency. We
use both P and S waves, on all three components.

3.1 Seismogram and EGF selection

For each sequence, we start with the largest earthquake as the tar-
get event, and work down in magnitude until the earthquakes are
too small to resolve source parameters within the frequency range
of the available data. The earthquakes and stations are shown in
Fig. 1. Table S1 (Supporting Information) lists the hypocentres of
the earthquakes studied. For each target earthquake in turn, we
identify potential EGF events from the catalogues, following the
approach of Abercrombie (2013, 2014, 2015). We start by using
relatively broad distance and magnitude-based criteria to compen-
sate for location uncertainties. We include all earthquakes within
2 km epicentral distance of the target earthquake, and between 1
and 2.5 mag units smaller. This distance is significantly larger than
the likely source dimension of most of these earthquakes. We do not
use the depth as a constraint as the depth uncertainties are larger. We
use a larger (10 km) radius for the largest target earthquakes (ML

≥ 5.5) because they have larger source dimensions. We then use
waveform cross-correlation to select good EGF events for further
analysis.

As we are using a wide magnitude range of earthquakes, we
choose a time window for analysis based on the magnitude of the
target earthquake. Previous work has found that a time window
of 0.5–1 s is good for an M1–2 (e.g. Abercrombie 1995; Ide et
al. 2003; Shearer et al. 2006). Using this window, and assuming
constant (low) stress drop scaling (stress drop ∼0.1 MPa, S velocity
∼4 km s−1), we can calculate a window length (nsec) that is of
the order of 10 times the expected pulse duration of the target
earthquake using:

nsec = round
(
10 × M1/3

0 /20000
)
/10 (2)

where M0 is the seismic moment of the target earthquake. If the
window length is greater than 30 s (equivalent to Mw 5.5), then it is
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Stress drops of New Zealand earthquakes 309

Figure 1. (a) Epicentres of the four earthquake sequences, lower North Island, New Zealand (red circles), as detailed in Table S1 (Supporting Information).
The main shock focal mechanisms shown for each sequence were derived by moment tensor inversion (http://www.geonet.org.nz; last accessed: 2016 May 26),
plotted with upper hemisphere projection. GeoNet seismometer site locations are shown as open triangles. Contours with dashed red lines show the depth to
the subduction interface, as derived by Williams et al. 2013. (b)–(e) NW-SE cross-sections of each of the four earthquake sequences. White open circles show
background seismicity for years 2001–2011 for earthquakes within 40 km of each cross-section; red circles show the projection of the aftershock sequence
hypocentres. The grey line shows the depth of the subduction interface estimated by Williams et al. (2013). P wave (km s−1) is shown in the background, from
the 3-D New Zealand velocity model of Eberhart-Phillips et al. (2010).

set to 30 s. We do this as we do not consider any earthquakes with an
expected source duration more than 30/2 s, and because using much
longer windows prevents the use of P waves for local recordings of
the larger earthquakes. Using a moment-dependent window length
increases the number of local P-wave recordings that can be used
for the smaller earthquakes.

We then consider each target earthquake in turn, using the same
value of nsec for the target earthquake and all EGFs. To calculate
the cross-correlation between seismograms, we bandpass filter to
an appropriate frequency band, using a two-pole Butterworth filter.
We low-pass filter both the target earthquake and each potential
EGF at a frequency related to the expected corner frequency of the

target event, assuming constant stress drop. This is because large
and small earthquakes are not expected to cross-correlate well at
high frequencies (e.g. Abercrombie 2015).

lowpassf = 10/nsec. (3)

We use a default high-pass corner of 0.5 Hz to remove microseis-
mic noise (large in New Zealand), decreasing it to lowpassf/5 for
the largest earthquakes (M > 5.5) when the lowpassf approaches
0.5 Hz. We then calculate the cross-correlation between the filtered
target earthquake and the EGF seismograms, within the selected
time windows, treating P and S waves individually. We discard
all seismogram pairs (per EGF, per station, per component) where
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the cross-correlation is <0.7. Abercrombie (2015) found that us-
ing EGFs with such low cross-correlations significantly biases the
source parameter results.

If the pair of seismograms (target and EGF) has a cross-
correlation of ≥0.7, we calculate their spectra and spectral ratios
using the multitaper method of Prieto et al. (2009) and the unfiltered
seismograms. This approach produces the most reliable amplitude
spectra (e.g. Park et al. 1987; Prieto et al. 2009), and the com-
plex division enables us to extract the relative source time function
(STF) of the target earthquake from each ratio. Deconvolution of
a clear source pulse confirms the EGF assumptions, since the ap-
proximation is good enough to work in phase as well as amplitude.
Observation of the STF also assists in identifying complex sources
that are not well fit by the simple source models (e.g. Abercrom-
bie 2014). Two examples are shown in Fig. 2 and more in Fig. S1
(Supporting Information).

3.2 Individual ratio fitting for corner frequency

We follow the approach of Abercrombie (2014), and fit each in-
dividual spectral ratio (of target event to EGF) to calculate the
corner frequencies using the spectral source model (Brune 1970;
Boatwright 1980):

Ṁ1 ( f )

Ṁ2 ( f )
= M01

M02

⎛
⎜⎝

1 +
(

f/
fc1

)γ n

1 +
(

f/
fc2

)γ n

⎞
⎟⎠

1
γ

(4)

where f is frequency, fc1 and fc2 are the corner frequencies of the
large and small earthquakes (target and EGF), respectively, M01 and
M02 are the seismic moments of the large and small earthquakes,
respectively, n is the high-frequency fall-off (we assume n = 2) and
γ is a constant controlling the shape of the corner. We try both
the original Brune (1970) model (γ = 1), and the sharper-cornered
Boatwright (1980) model (γ = 2). The sharper-cornered model
gave a better fit overall to the majority of the spectral ratios, with a
systematically lower variance of fit between the model and observed
spectral ratios. This was also true for the stacked ratios considered
later, and for earthquakes analysed using the same methods from
Nevada (Ruhl et al. 2016). We use this sharper-cornered model in
all subsequent analysis.

Before fitting, we log sample the spectral ratios in frequency to
decrease the weighting towards the higher frequency part of the
spectra. The samples are defined at intervals of �f where log10 (�f)
= 0.05, between 1/nsec and 200 Hz (above the Nyquist frequency
of the highest sampling rate data) to enable comparison and stack-
ing of the spectral ratios from stations with different sample rates.
(All EGFs for a target earthquake have the same value of nsec as
the target earthquake.) For each spectral ratio, we use only the fre-
quency range in which (at each sample) the signal of both large and
small events is at least three times the spectral amplitude level in
a noise window immediately preceding, and of the same length as,
the respective signal window. The noise windows for the S waves
include the P-wave coda, and so there is no danger of contamina-
tion of the S spectra with P-wave energy at higher frequencies. We
fit the individual spectral ratios using the Nelder–Meade inversion
in MATLAB (Abercrombie & Rice 2005). Following Viegas et al.
(2010), we perform a grid search around the resulting value of fc1,
to determine the range of fc1 and fc2 in which the variance of the fit
of the model to the observed spectral ratio is within 5 per cent of
the minimum value. We do not use the estimates of fc2. They are

Figure 2. Spectral ratios and source time functions for two well-recorded
earthquakes in the Eketahuna aftershock sequence. (a) Example of a
low stress drop, well-recorded event ID468, M3.8. Top row is P waves
and bottom row, S waves. LH column: stacks and fits for ratios at all
EGFs and stations that have cross-correlation (xc) ≥ 0.7 (blue), to ≥0.9
(orange) and ≥0.8 (green). The numbers are the best-fitting corner frequen-
cies, starting at bottom with xc 0.7, and going up to 0.9. Middle column:
all the ratios used in the stacks, coloured in the same manner. RH column:
stacked STFs, coloured in the same manner, xscale in samples at 100 s−1.
(b) Same as (a) but for a similar magnitude, higher stress drop event (ID327,
M3.8). Note that the relocated epicentres of these earthquakes are 4 km apart,
and both at 29 km; both earthquakes have similar long-period amplitudes.

typically out of the available bandwidth, and the results of Aber-
crombie (2013) suggest that they are not directly comparable with
fc1. Examples of the analysis are shown in Figs S2–S7 (Supporting
Information).

We then use the individual measurements to calculate mean val-
ues for each target earthquake using each EGF, and for all measure-
ments for each target earthquake. We use further selection criteria
to obtain the best results, and ensure that we only include model fits
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Figure 3. Corner frequency measurements on individual ratios. Results for six example target earthquakes, chosen from the Eketahuna sequence, both P waves
(blue) and S waves (red). Each panel is for a single target earthquake, and each measurement is for a single ratio, with fitting errors (≤5 per cent variance
increase). Mean values for the measurements with cross-correlation ≥0.8 are shown for P waves (black, 1 standard deviation dashed), and S waves (grey). The
large blue and red squares are the variance-weighted means for cross-correlation bands of 0.1, plotted at their centres. The standard deviations are also shown,
but most are smaller than the symbol size.

to spectral ratios with a clearly defined corner frequency. Following
Viegas et al. (2010) and Abercrombie (2013, 2014), we require the
variance to have a parabola shape with a clear minimum (variance
≤ 0.005) at the preferred corner frequency. We set the limit in the
corner frequency uncertainty such that the large earthquake cor-
ner frequency variance increases by 5 per cent within a factor of
two of the corner frequency measurement ((fc1max − fc1min)/fc1 =
fc1_err ≤ 2). As we do not use fc2, we do not impose any limits
on its uncertainty. To limit the effect of bumps and irregularity in
the spectral ratios, we use only measurements where the difference
in amplitude of high- and low-frequency levels in the fit is greater
than 2 (fit amp ratio ≥ 2). These are the same limits used by Aber-
crombie (2014); they represent a balance between excluding all
poorly resolved spectral ratios and corner frequencies, while retain-
ing sufficient quantity of observations to obtain a reliable average,
preferably with a wide azimuthal range. Examples of the results are
shown in Fig. 3. There is large variability in the individual mea-
surements demonstrating the problems of making precise corner
frequency measurements for earthquakes recorded by few stations,
or with few EGFs.

To ensure that the mean is not badly influenced by the poorer
quality measurements included, we calculate the weighted mean (ŷ)

of the corner frequency, using inverse-variance weighting which
downweights values with the largest uncertainties (e.g. Hartung et
al. 2008)

ŷ =
∑

i

(
yi/σi

2
)

∑
i (1/σi

2)
, D2 (ŷ) = 1∑

i (1/σi
2)

(5)

where yi is the ith measurement, σ i is its variance and D is the
standard deviation of the weighted mean. This approach, again the
same as that used by Abercrombie (2014), incorporates individual
measurement uncertainties into the uncertainty of the mean and
decreases the dependence of the results on the values of the selection
criteria. We calculate the weighted mean for each earthquake using
all available stations, components and EGFs.

To investigate further whether higher cross-correlation con-
straints affect the value and precision of the corner frequency
measurements, we calculate the variance-weighted means within
a range of cross-correlation bands (Fig. 3). Many events show a
slight increase in corner frequency with cross-correlation as pre-
viously observed by Abercrombie (2015). The standard deviation
decreases with increasing cross-correlation threshold in the lower
bands, which have more measurements. As the cross-correlation
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threshold increases, the smaller number of measurements causes
the standard deviation to increase slightly.

For the Eketahuna sequence we start with 674 earthquakes ML ≥
2, and for these are able to calculate source parameters for 46 of the
50 earthquakes with ML ≥ 3.2. For the Upper Hutt sequence, we
start with 381 earthquakes ML ≥ 2.0, and are able to calculate source
parameters for 16 of the 18 earthquakes ML ≥ 3.0. For the Cook
Strait sequence, we start with 1125 earthquakes ML ≥ 2, and are able
to calculate source parameters for 98 of the 291 earthquakes ML ≥
3.2. Lastly, for the Pongaroa sequence, we start with 88 earthquakes
ML ≥ 1.4, and are able to calculate source parameters for 16 of the
19 earthquakes ML ≥ 2.6.

3.3 Stacking spectral ratios for corner frequency

Stacking large numbers of seismograms or spectra is an efficient
way of increasing the signal and cancelling out variability arising
from noise. The large number of available EGFs and stations, and
the large scatter in the results (Fig. 3) suggest that stacking the
spectral ratios and STFs calculated here could lead to improved
stability and resolution of the corner frequencies. Stacking poorer
quality data, and ratios with less appropriate EGFs can potentially
increase the uncertainty and bias the results (e.g. Kane et al. 2013;
Abercrombie 2015). To minimize these problems, we investigate
the effects of EGF selection by limiting the EGFs included in the
stacks depending on their cross-correlation. We use minimum cross-
correlation values of 0.7, 0.75, 0.8, 0.85 and 0.9. For each main
event, we normalize and stack all the ratios that meet the cross-
correlation threshold, from all stations and EGFs. At each frequency
sample, a spectral ratio is only included in the stack if it meets the
signal-to-noise criteria used for the individual fitting; the mean of
the values at each frequency is only included if there are five or
more samples at that frequency, see Fig. 2 and Fig. S1 (Supporting
Information). As all spectra and ratios are sampled at the same
logarithmically distributed frequencies, data from different sample
rates can be included in the stacked spectral ratios. In order to stack
the STFs we interpolate all lower sample rate data (50 samples s−1)
to 100 samples s−1. In this study, these STFs are used simply to
check the EGF procedure is working well and no measurements are
made on them.

We then fit the stacked ratios using the same approach as for the
individual spectral ratios, including performing a grid search to de-
termine the uncertainties in the model fits to the ratios with varying
corner frequency. We use the same quality criteria for resolvable
corner frequency of the stacked spectral ratios as for the individual.
A minimum frequency bandwidth of a factor of five in frequency
is also imposed. By stacking over all stations, we average out any
azimuthal variation but we were already doing this to calculate the
average values from the individual fitting. Stacking per station to
investigate whether azimuthal variation can provide more detailed
source information for the best-recorded events will be attempted
in a future study. Stacking over EGFs is a less common procedure.
In doing so, all information about the individual EGFs is lost, but
the corner frequency of the large event is preserved in all ratios and
so can be calculated from the stacked spectral ratios (e.g. Uchide &
Imanishi 2016).

The corner frequencies of the P and S calculated from the stacked
ratios are compared in Fig. 4(a). These two corner frequencies are
independent measurements and so the strong correlation between
them provides evidence of the reliability of the results.

4 C A L C U L AT I O N O F M O M E N T A N D
S T R E S S D RO P

To calculate the stress drop, we need a measure of both the finite
dimension of the earthquake (here we use the corner frequency),
and the seismic moment. We also need a source model to combine
them, and we use the ratio of P and S corner frequencies that we
calculate to select the most appropriate simple source model.

4.1 Seismic moment

The EGF approach does not calculate absolute moment, and so we
need an independent measurement. For some of the larger earth-
quakes, we can calculate regional moment tensors (Ristau 2013),
but for others we use Mw–ML relationships to calculate Mw and
hence seismic moment (Hanks & Kanamori 1979) from ML.

We are able to calculate moment tensors for 33 earthquakes in
the Cook Strait sequence, following Ristau (2013), and we use
these moment values in our analysis. These regional moment tensor
values are accurate to within a factor of ∼1.5, from comparison with
other moment catalogues (Ristau 2013). Using these moments, we
calculate the relationship between Mw and ML for the Cook Strait
aftershock sequence, excluding the M6.7 main shock, and obtain
ML = 0.7081 Mw + 1.0267, with uncertainties of ∼0.2 ML.

For the earthquakes beneath Upper Hutt in 2005, we calculate
seismic moment from ML, using the relationship for New Zealand
from Ristau (2013): ML = 0.93 Mw + 0.54. This is consistent with
the Mw 5.3 and ML 5.5 of the largest earthquake in the sequence.

For the 2015 Pongaroa sequence, we use the updated version of
Mw–ML for New Zealand, developed following a change in the way
catalogue magnitudes are calculated, in 2012: ML = 1.0231 Mw +
0.0494.

We start with this same relationship for the Eketahuna sequence
but find that it systematically overestimates the seismic moment.
None of the aftershocks at Eketahuna have sufficient long-period
signal to calculate a moment tensor. We can just consider the long-
period amplitude without inverting for moment tensor, and we do
this to estimate the moment for two earthquakes (ID438 and ID496).
We obtain Mw 4.3 (ML 4.8) and Mw 3.9 (ML 4.5), respectively.
Hence, we adjust the New Zealand relationship to ML = 1.0231
Mw + 0.45 to calculate seismic moment for the Eketahuna earth-
quakes.

The uncertainties in the ML measurements, their variation with
respect to the seismic moments (Ristau 2013), and the (smaller) un-
certainties in the regional moment tensors (Ristau 2009) combine
to give an uncertainty of about a factor of 2–3 in the seismic mo-
ments estimated from ML. The moments of the earthquakes in one
sequence could be systematically overestimated or underestimated
by a similar amount with respect to the other sequences.

4.2 Source model and stress drop

To calculate the stress drop (�σ ) from the moment and corner
frequency measurements, we need a way of relating the corner
frequency to source dimension, and an expression for the average
slip distribution on the rupture. We assume a simple circular model
and follow Eshelby (1957) to obtain

�σ = 7M0

16

f 3
c

k3β3
(6)

where β is the S-wave velocity, and k is determined by the source
model. We use appropriate values for β from the New Zealand
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Figure 4. Source parameter results from measurements on P- and S-wave stacks of all ratios with cross-correlation of 0.8 or more. (a) Comparison of P and
S corner frequencies. The dashed lines indicate fc P = 1× fcS, 1.23 × fcS (Kaneko & Shearer 2015, model used here), and 1.52 × fcS (Madariaga 1976). (b)
Corner frequency and seismic moment. The thick grey lines indicate the average limits of corner frequency resolution based on the observed signal frequency
range: 15 Hz, and average minimum frequency ×2. (c) Stress drop and seismic moment. The dashed lines indicate how the results are bounded by the signal
frequency bandwidth—they are the stress drops that would be obtained using corner frequencies at the limits shown in (b). The long dashes are for S waves
and the short are for P waves, colours match those used to plot the values. (d) Results showing lines of constant stress drop.

3-D velocity model (Eberhart-Phillips et al. 2010): 4.4 km s−1 for
Eketahuna (30 km depth), 3.86 km s−1 for Upper Hutt (30 km
depth), 3.3 km s−1 for Pongaroa (18 km depth) and 3.4 km s−1 for
Cook Strait (15 km depth). These values do not vary significantly
in the source regions of the sequences; the largest variation is an
increase in velocity of less than 10 per cent throughout the depth
range of the crustal sequence under Cook Strait).

For the commonly used source model of Madariaga (1976),
k = 0.32 for P waves and k = 0.21 for S waves, averaged over
azimuth. The mean value of fcP/fcS for our results is ∼1.2, signif-
icantly smaller than the ratio found by Madariaga (1976). Kaneko
& Shearer (2014, 2015) performed dynamic modelling of simple
sources and, like Madariaga (1976), found considerable variation
in k with azimuth. For a simple symmetrical circular crack model
with a rupture velocity of 0.9β, they obtained similar results to
Madariaga (1976). Here, we assume the values obtained by Kaneko
& Shearer (2015) for a symmetrical circular model with a rupture
velocity of 0.7β. This model has a k = 0.32 for P waves, the same as
in the Madariaga (1976) model used by previous P wave only stud-
ies (e.g. Shearer et al. 2006; Allmann & Shearer 2007; Abercrombie
2013, 2014, 2015). For S waves, k = 0.26, which is higher than in
the Madariaga (1976) model but fits the average ratio of 1.2 that
we observe. We prefer this model as it makes P and S waves com-
parable in our data sets. Converting to other source models simply
involves multiplication of the stress drop by a scalar, for example,
Abercrombie & Rice (2005).

5 R E S U LT S A N D D I S C U S S I O N O F
U N C E RTA I N T I E S

We plot the resulting corner frequency and stress drop measure-
ments for all the earthquakes studied in Figs 3–5. We find that
despite tight constraints on both the data quality and the appro-
priateness of assumptions, there is still considerable scatter and
variability in the results. We discuss this below before attempting
to interpret the measurements themselves. Our principal conclusion
is that the variability within each individual sequence is signifi-
cantly larger than any systematic differences between sequences,
despite the different tectonic settings. We observe no systematic
trends with depth that cannot be explained by velocity differences.
We find that measurement uncertainties increase as the real corner
frequency approaches the high-frequency limit of the data. We also
find that corner frequency measurements on stacked spectra are less
affected by limited frequency bandwidth than the averaged values
from fitting individual spectral ratios.

5.1 Uncertainty from cross-correlation limit

Abercrombie (2015) found a strong correlation between the stress
drop obtained from EGF analysis, and the cross-correlation between
the EGF and the main shock. She interpreted this as due to the ap-
propriateness of the EGF assumption decreasing towards the shorter
wavelengths needed to resolve small source dimensions and high
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Figure 5. Comparison of corner frequency measurements made on indi-
vidual ratios, and on stacked ratios, using the sharper-cornered Boatwright
model. In both cases, only ratios with a minimum cross-correlation of 0.8
are included. Note that the means of the individual measurements become
systematically lower than the measurements on the stacks as the corner
frequency increases.

stress drops. Here, we further investigate the cross-correlation as a
proxy for the appropriateness of the EGF assumption. In this study,
we did not use any ratio where the cross-correlation was less than
0.7, and all EGFs were located within 2 km of the target event. We
performed all the analyses using spectral ratios from pairs of seis-
mograms with cross-correlations of at least 0.7, 0.75, 0.8, 0.85 and
0.9. The decrease in variability and improvements in the individual
ratios as the minimum cross-correlation increases can be seen in
Figs 2 and 3 and more examples are shown in Fig. S1 (Supporting
Information). As the minimum cross-correlation limit is increased,
the quantity of spectral ratios and measurements to be stacked (or
averaged) decreases, limiting the advantages of stacking.

We do not observe any systematic variation in corner frequency
with cross-correlation among these data, as shown in Fig. S8 (Sup-
porting Information). Perhaps this is because we do not consider
such low cross-correlations and poor-quality EGFs as Abercrombie
(2015). Also, Abercrombie used repeating earthquakes with very
similar corner frequencies recorded on borehole stations with very
consistent signal frequency bandwidth. In this study, variation from
event to event of both the corner frequency and its relationship to
the actual frequency bandwidth available would potentially obscure
any trends. Fig. S8 (Supporting Information) shows that the rela-

tive values of stress drop remain consistent regardless of wave type,
cross-correlation threshold, or source model assumed.

We do not observe any dependence of cross-correlation and
separation distance from the relocations for the best-quality spec-
tral ratios, but this most likely reflects location uncertainty and
also the effects of any variation in the focal mechanisms of the
main and candidate EGF events. Using only highly cross-correlated
pairs should eliminate EGFs with significantly different focal
mechanisms.

For the present data, we select a minimum cross-correlation of 0.8
as being the maximum threshold value for which there is sufficient
data quantity to produce stable results. This is the value we use in
all subsequent discussion, but using other values does not affect the
overall conclusions.

5.2 Uncertainty in calculating corner frequency: the
effects of finite bandwidth, individual and stacking
approaches, and spectral model shape

The finite bandwidth of seismogram signals is probably the most
limiting factor in studying earthquakes over a range of magnitudes.
Earthquakes with corner frequencies near the centre of the signal
frequency range (bandwidth) will be the best resolved. Those with
corner frequencies at or outside the signal bandwidth will often be
removed during analysis because the spectral ratios cannot constrain
a corner-frequency value. This leads to a strong selection bias;
small earthquakes with corner frequencies above the maximum
signal frequency, and large earthquakes with corner frequencies
below the minimum signal frequency will simply be excluded from
analysis (see Fig. 4c). Earthquakes with corner frequencies near,
or above the maximum signal frequency are often pinned at the
maximum value in large-scale studies (e.g. Shearer et al. 2006;
Hardebeck & Aron 2009). In the present analysis, poorly resolved
corner frequency measurements with no clear minima in the fitting
variance are excluded, and so earthquakes with corner frequencies
near the bandwidth limits are selectively removed. The finite signal
frequency range is indicated in Figs 4(b) and (c).

In addition to this selection bias, the finite signal bandwidth can
also affect measurements of corner frequency that lie within it.
Modelling individual spectral ratios that meet strict quality criteria
should result in high-quality results, but Figs 2 and Fig. S1 (Sup-
porting Information) show that even then there is large variability.
This is probably because of the uncertainties inherent in working
with frequency band-limited data, and imperfections in the EGF
correction for path effects. To attempt to decrease the variability
and uncertainties, we try stacking the best spectral ratios. Unlike
previous studies (e.g. Shearer et al. 2006), we do not simply stack
the ratios of the nearest N earthquakes (where N is typically 200
events, and can represent a very broad area compared to the source
dimensions of the earthquakes involved). Instead, we stack only
those ratios that meet the same epicentral separation and cross-
correlation criteria as considered before. We do not require each
individual ratio in the stack to meet any fit amp ratio or fc1 err
limits to include it in the stack, and so can include more spectral
ratios than when fitting individually. Fig. 2 and Fig. S1 (Support-
ing Information) show that the stacking works well and minimizes
variability in the spectral ratios.

Fig. 5 compares the corner frequencies obtained per main shock
using the stacked and the individual ratio fitting methods. The
inverse-variance weighting used to propagate the uncertainty in
fitting the individual ratios, leads to significantly smaller formal
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Figure 6. Effect of limited bandwidth on fitting the stacked ratios within the Eketahuna sequence. Only ratios with a minimum cross-correlation of 0.8 are
included. Solid black lines indicate x = y, and the dashed lines are at ±25 per cent. Blue symbols are P-wave measurements, and red are S-wave measurements.
In all cases, the most limited bandwidth measurements are plotted on the y-axis.

uncertainties in the average as the number of measurements in-
creases. This decrease in formal uncertainty with larger number of
data is not so strong for fitting the stacked spectra, and so the rela-
tive size of the error bars is not a good indication of the superiority
of either method. At relatively low corner frequency, the results are
similar, but at higher corner frequency the averages of the individ-
ual fits progressively underestimate the corner frequency compared
to fitting the stacked ratios. Abercrombie (2015) found that corner
frequencies are underestimated when they are above one-third of
the maximum frequency of the signal. This would correspond to
∼12 Hz for P waves (typical maximum f 35–40 Hz), and ∼5 Hz
for S waves (typical maximum f 12–16 Hz) in the present study. If
anything these are optimistic limits for the present study, even as-
suming that the fits to the stacked ratios are unaffected by the finite
bandwidth. The most likely reason for this is that as the real cor-
ner frequency increases, individual ratios with lower than average
values will be well constrained, but those with higher than average
corner frequency will be approaching flat lines, and the calculated
corner frequencies will be unconstrained and so excluded. The re-
sult will be a tendency to bias the average to lower values. The
stacked spectra include these ratios and so will be less biased; the
stacked ratios are also smoother, and so corner frequencies nearer
bandwidth limits can be resolved.

To investigate whether there are also systematic biases in the
results from the stacked ratios, we repeat the spectral fitting of
the stacked ratios, while progressively limiting their frequency
range. Fig. 6 shows the effects of limiting the maximum fre-

quency to 10 and 20 Hz for P and 10 Hz for S waves. There is
a clear increase in variability at higher frequencies, and a tendency
to underestimate the corner frequency as it nears the maximum
value of the signal, but it is much weaker than for the individual
fitting.

We conclude that by fitting stacked, carefully selected spectral
ratios we should be able to resolve corner frequencies to about 50–
75 per cent of the maximum frequency limit of the data (∼20 Hz
for P waves and ∼8 Hz for S waves). To investigate this further, we
divide the points into those with corner frequencies above and below
5 Hz. Limiting the frequency bandwidth to 20 Hz for P waves and
10 Hz for S waves results in an average underestimate for the higher
corner frequency group by about 10 per cent, with a doubling of the
standard deviation compared to the full-bandwidth measurements.

It is likely that similar systematic bias occurs as the corner fre-
quency approaches the lower frequency limit of the data, but this
issue affects few events in our data set and so is hard to quantify.
It is mainly an issue for the largest earthquakes in a data set. Using
a magnitude-dependent time window ensures that lower frequen-
cies are included in the spectral ratios of the larger earthquakes.
Unfortunately, the EGFs of the largest earthquakes have a smaller
average magnitude with respect to the target event, than the major-
ity of aftershocks. The relatively small EGF magnitudes mean that
many spectral ratios lack signal at the lower frequencies needed to
resolve the corner frequency of the largest earthquakes. This is a
consequence of the empirical Båth’s Law, and Gutenberg–Richter
relations (e.g. Felzer et al. 2002) that mean the largest earthquakes in
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(a)

(c)

(e)

(g) (h)

(f)

(d)

(b)

Figure 7. Comparison of fitting the stacked spectral ratios (X-correlation ≥ 0.8) from the Eketahuna sequence with both the Brune and Boatwright (sharper-
cornered) source models. (a) The ratio of the P-wave corner frequency from the Brune model to the Boatwright model, as a function of the Brune model value.
(b) The same as (a) for S waves. (c) and (d) show the same data as in (a) and (b) but here the abscissa values are the corner frequency values from using the
Boatwright model. The two models are most consistent when the corner frequency is near the centre of the bandwidth, although there is an offset. (e) shows the
ratio of the misfit variance between the Brune and Boatwright models for P waves, and (f) for S waves, both plotted against the Brune model corner frequencies.
Note that for both P and S, the Brune model fits less well; both the mean and median values of the ratio are above 1. (g) and (h) are the same as (e) and (f) but
with the Boatwright corner frequency on the abscissa.

a sequence have relatively few potential EGFs, and that they are, on
average, smaller. Fig. S1C (Supporting Information) demonstrates
the difficulty of resolving the corner frequencies for the largest
earthquakes.

The sharper-cornered Boatwright-model fits the individual and
stacked spectral ratios better for all sequences, and so is used for
all analysis here (see Fig. S3, Supporting Information for examples
of spectral fitting). A comparison of the results of the two different
models of spectral shape is shown in Fig. 7. The sharper-cornered
model tends to give a higher average value for the earthquakes
considered here, but the relationship is strongly dependent on the
relationship of the corner frequency to the bandwidth limit. The
largest differences are for the poorly constrained corner frequencies
near, or outside, the bandwidth limits. For corner frequencies near
the low-frequency limit, the corner frequency calculated using the
Boatwright model is larger than that using the Brune model; near
the high-frequency limit, the reverse is true.

5.3 Uncertainty in absolute stress drops from moment
and choice of source model

The results presented in Figs 4(c) and (d) include a number of key
assumptions, which need to be considered before comparing the
calculated stress drop values to the actual drop in stress during the
earthquakes. The earthquakes are assumed to be simple, circular
sources with a rupture velocity that is a fixed fraction of the shear
wave velocity at the source. For example, the differences between
Figs 4(b) and (d) are because of the different values of β used
for the different sequences. We use the 3-D New Zealand velocity
model (Eberhart-Phillips et al. 2010) but any variation within a
sequence is ignored; this is small compared to other sources of
uncertainty. The seismic moments, whether from moment tensors,
or estimated from the catalogue magnitudes also contain significant
uncertainties; the latter are larger, and random error could be a
factor of two or three. Earthquakes in each sequence could all be
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systematically high or low by a similar amount, with respect to
one another. For example, there could be more overlap between
the Cook Strait and Eketahuna sequences. Even a factor of four
or five in seismic moment is significantly smaller than the factor
of 100 variability in stress drop within one sequence, however, so
this cannot explain the variation. Also, there is similar range in
stress drops within the group of earthquakes with moment tensors,
as there is in the earthquakes where moment is calculated from
magnitude. None of these uncertainties affect the general conclusion
of there being more variability within a sequence than between
sequences.

The simple circular source model is a major assumption, and can
lead to errors if it is inappropriate, as found by Abercrombie (2014),
for example. Kaneko & Shearer (2015) show how limited azimuthal
coverage can lead to uncertainties of a factor of 10, even for fairly
simple sources. Any source complexity would increase this further.
To minimize the effects of this assumption, we use the P to S corner
frequency ratios for the best-recorded earthquakes to select a source
model. We also remove the earthquakes that show clear evidence
of source complexity in their STFs and spectral ratios; Fig. S1d
(Supporting Information) shows an example of an excluded event.
In total, we exclude only about 5 events that have well-resolved
spectral ratio and STFs that are clearly complex; for comparison,
almost 200 events are discarded because they are not well enough
recorded, with insufficient EGFs, or too limited a frequency range
to resolve either complexity or source parameters.

6 D I S C U S S I O N A N D I N T E R P R E TAT I O N
O F S T R E S S D RO P M E A S U R E M E N T S

Assuming the source model and rupture velocity as discussed above,
we obtain stress drops values in the range ∼1–100 MPa, with a
mean value of 10 MPa (Fig. 4). The standard deviation of the ln(�σ )
values is 1.67, similar to the stress drop variability found in previous
studies (Cotton et al. 2013). Variations in these assumptions could
easily lead to a factor of 5–10 systematic increase or decrease in
these values for absolute stress drop and so caution must be used
in interpreting them. They are of similar magnitude to the stress
drop measurements found in many previous studies using similar
assumptions, elsewhere in the world, for example, Abercrombie
(1995), Shearer et al. (2006), and Viegas et al. (2010).

Given the various uncertainties discussed above, we do not be-
lieve it is possible to resolve any clear systematic difference between
the average properties of earthquakes in the different sequences. The
variation within a sequence is much larger, and prevents any reliable
distinctions between sequences with this quantity of earthquakes.
If there are any systematic differences in stress drop with tectonic
setting, then they are so small that much larger data sets are required
to resolve them with any statistical confidence. Even in this case,
there is the ambiguity as to whether any differences are caused by
incorrect assumptions about the velocity and other parameters that
also change with tectonic setting.

We do not see any clear trend of stress drop with source depth
either within, or between sequences. We interpret our observations
as being consistent with self-similar, scale-independent rupture,
within the uncertainties. Any tendency for the smaller earthquakes
to have lower stress drops can easily be explained by the finite
bandwidth and the resulting selection bias discussed in Section 7.2.

The small-scale relative variability of earthquake stress drop
within the individual sequences appears well resolved. Baltay et
al. (2013) also concluded, after detailed analysis using multiple

approaches, that there is significant variability in stress drop be-
tween earthquakes. For example, compare the spectral ratios of the
two similar-sized earthquakes from the Eketahuna sequence, lo-
cated only 4 km apart, in Fig. 2; further seismograms and spectra
from these two earthquakes are shown in Figs S2–S7 (Supporting
Information). The high correlation between the independent P- and
S-wave measurements also supports this conclusion. Of course, even
on this scale there could be considerable variation in attenuation,
which is known to vary strongly within and near faults zones (e.g.
Abercrombie 2000; Peng et al. 2003). The EGFs used for these two
earthquakes are not the same, suggesting that these small-scale vari-
ations are accounted for. Such variability could represent either a
highly heterogeneous stress field following the main shock, or vari-
ations in fault properties, including fault roughness (e.g. Candela et
al. 2011), or geometrical complexity.

In common with many previous earthquake stress drop studies,
we find that there is more variability at small magnitudes (e.g.
Calderoni et al. 2013). This is partly, and possibly completely, a
consequence of there being more small earthquakes in any data set.
Alternatively, it could be a real effect consistent with the idea of
increasing heterogeneity at small wavelengths, while larger earth-
quakes average over larger areas of the fault (Ben-Zion & Zhu
2002). The actual stress drop calculated also depends on spatial
resolution and smoothing as demonstrated by both Minson et al.
(2014) and Brown et al. (2015) for the great earthquake off Tohoku
in 2011. Clearly, the larger earthquakes in any study will have better
spatial resolution and less smoothing than the smaller ones so this is
another consequence of trying to look at a relatively scale-
independent process with finite bandwidth data.

7 C O N C LU S I O N S

We calculate stress drops for 176 earthquakes (M2.6–M6.6) from
four sequences of earthquakes in New Zealand, two in the sub-
ducting Pacific plate, one in the over-riding plate and one at the
subduction interface. We use the EGF approach, with strict selec-
tion criteria for EGF quality. The mean value (highly dependent on
source model assumptions) for all the earthquakes is 10 MPa.

(1) Stacking over the spectral ratios for the best EGFs produces
better resolved, less biased results than fitting the spectral ratios
individually.

(2) There is variability of up to two orders of magnitude in stress
drop within individual sequences and tectonic settings, over rela-
tively small scale.

(3) High correlation between independent measurements of P
and S waves confirm the stress drop variability.

(4) No significant systematic difference is observed between
earthquakes in the upper and lower plates, or at the plate boundary.

(5) Significant uncertainties are inherent in stress drop analysis.
The choice of spectral model affects the results. In particular, corner
frequency estimates within 50–25 per cent of the signal frequency
bandwidth limits can be significantly biased.
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S U P P O RT I N G I N F O R M AT I O N

Additional Supporting Information may be found in the online ver-
sion of this paper:

Figure S1. Further examples of earthquakes as shown in Fig. 2
of the main text. (a) M4.1 (ID496) event at Eketahuna, (b) M3.3
(ID236) event at Eketahuna, (c) the three largest Cook Strait earth-
quakes: M6.7 (ID923), M6.2 (ID1088) and M6.0 (ID1120), only
S-wave ratios met the quality criteria and (d) M3.4 (ID590) event
at Eketahuna showing evidence of complexity in both the P and S
waves, and in both the spectral ratios and the source time functions.
The earthquakes ID1120 (S1c) and ID590 (S1d) were excluded
from subsequent analysis because of the obvious complexity and
consequent poor fit making the simple source model inappropri-
ate. The corner frequency of earthquake ID1088 (S1c) may also be
overestimated.
Figure S2. Example of fitting individual spectral ratios. Earthquake
ID327 (M3.8), with earthquake ID23 (M2.3) as EGF, at station
HOWZ on the vertical component, P waves. (a) The main event
(black) and EGF (red) seismograms, the thick lines are the time win-
dow used to calculate spectra. Also given are the cross-correlation
values between these time windows for the raw seismograms, and
for the filtered ones (see the text), together with the low-pass limit
of the filter. (b) Displacement spectra for the main and EGF events,
and preceding noise windows. No instrument correction. (c) The
relative source time function calculated in the complex spectral di-
vision. It is not filtered, so includes noise, and is used here only
to indicate whether the EGF assumption works in phase as well as
amplitude. (d) Fit to the spectral ratio within the frequency range
above the noise level, using the sharper-cornered Boatwright model.
The rainbow colours are the results of a grid search around the
best-fitting corner frequency. The absolute variance, relative to the
long-period amplitude of the ratio, is given. The relative variance
in fit, and long-period amplitude level, and small event corner fre-
quency are shown in (e) and (f). The ‘fit_slope’ and ‘fc error’ shown
in (e) are the quality criteria fit amp ratio and fc1 err referred to
in the text. (g)–(i) show the fits using the original Brune model,
following (d)–(f). The variance in (g) is directly comparable with
that in (d).
Figure S3. Example of fitting individual spectral ratios. Earthquake
ID327 (M3.8), with earthquake ID23 (M2.3) as EGF, at station
HOWZ on the north component, S waves. See Fig. S2 (Supporting
Information) for detailed description.
Figure S4. Example of fitting individual spectral ratios. Earthquake
ID327 (M3.8), with earthquake ID557 (M2.5) as EGF, at station
TMWZ on the vertical component, P waves. See Fig. S2 (Supporting
Information) for detailed description.
Figure S5. Example of fitting individual spectral ratios. Earthquake
ID327 (M3.8), with earthquake ID557 (M2.5) as EGF, at station
TMWZ on the north component, S waves. See Fig. S2 (Supporting
Information) for detailed description.
Figure S6. Example of fitting individual spectral ratios. Earthquake
ID468 (M3.8), with earthquake ID495 (M2.3) as EGF, at station
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TMWZ on the vertical component, P waves. See Fig. S2 (Supporting
Information) for detailed description.
Figure S7. Example of fitting individual spectral ratios. Earthquake
ID468 (M3.8), with earthquake ID324 (M2.4) as EGF, at station
TMWZ on the east component, S waves. See Fig. S2 (Supporting
Information) for detailed description.
Figure S8. Stress drop results for the Eketahuna sequence from
fitting the stacked spectral ratios, as a function of cross-correlation
and assumed source model. The calculated stress drops are plotted
at the minimum cross-correlation (X-correlation) included in the
stack, with a random offset to make plotting clearer. The earthquakes
shown in Fig. 2 and Fig. S1 (Supporting Information), for which
stress drop estimates can be calculated, are labelled. Note that the
stress drops for ev327 are consistently higher than for ev468. Also,
the values for ev590 are anomalously low; this is not surprising as
this earthquake has a complex source and so the assumed source
models are inappropriate.

Table S1. Hypocentral information, and corner frequency values of
the earthquakes analysed. These data are presented as four comma-
delimited text files for easy reading into various software packages.
When there is a finite number of ratios included in a stack, but the
source parameters are all zero, then it indicates that the fits were
judged unreliable (see, e.g. Figs S1c and d, Supporting Information).
Table S1a_Hypo_param_EKE_GJI.txt
Table S1b_Hypo_param_UH_GJI.txt
Table S1c_Hypo_param_POG_GJI.txt
Table S1d_Hypo_param_CKS_GJI.txt
(http://gji.oxfordjournals.org/lookup/suppl/doi:10.1093/gji/
ggw393/-/DC1).

Please note: Oxford University Press is not responsible for the con-
tent or functionality of any supporting materials supplied by the
authors. Any queries (other than missing material) should be di-
rected to the corresponding author for the paper.
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